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ABSTRACT

Virtual reality interactions that require a specific relationship be-
tween the virtual and physical coordinate systems, such as passive
haptic interactions, are not possible with locomotion techniques
using redirected walking. To address this limitation, recent research
has introduced environmental alignment, which is the notion of us-
ing redirected walking techniques to align the virtual and physical
coordinate systems such that these interactions are possible. How-
ever, the previous research has only implemented environmental
alignment in a reactive manner, and the authors posited that better
results could be achieved if a predictive algorithm was instead used.
In this work, we introduce a novel way to model the environmental
alignment problem as a version of the inverse kinematics problem
which can be incorporated into several existing predictive algorithms,
as well as a simple proof-of-concept implementation. An exploratory
human subject study (N=17) was conducted to evaluate this imple-
mentation’s usability as a tool for authoring planned path redirected
walking scenarios that incorporate physical interactivity. To our
knowledge, this is the first study to evaluate redirected walking ex-
perience design tools and provides a possible framework for future
studies. Our qualitative analysis of the results generated both guid-
ance for integrating automatic solvers and broad recommendations
for designing redirected path authoring tools.

Index Terms: Human-centered computing—Human computer
interaction (HCI)—Interaction paradigms—Virtual reality; Com-
puting methodologies—Computer graphics—Graphics systems and
interfaces—Virtual reality;

1 INTRODUCTION

The various methods that allow virtual reality (VR) users to move
throughout a virtual environment are considered locomotion tech-
niques. Due to advances in display and tracking technology, large-
scale VR experiences are becoming more readily available for av-
erage consumers, and the larger scale of these experiences allows
developers to better leverage natural locomotion. Natural locomo-
tion, where the user physically walks and rotates to translate and
rotate their virtual representation, has been shown to have several
benefits over other locomotion methods, including increased spatial
awareness [37] and sense of presence [43]. However, a notable limi-
tation of natural locomotion is that physical obstacles and the extent
of the tracking system constrain the user’s movement. Typically,
the size of the available physical environment is smaller than the
virtual environment the user is experiencing, requiring techniques
that augment natural locomotion. Redirected walking (RDW) is a
common technique that augments natural locomotion to effectively
increase the size of the physical walking space [35].

When RDW is applied, the mapping between the user’s virtual
and physical coordinate systems no longer remains static as it does
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with traditional natural locomotion [41], which in turn makes it
difficult for VR developers to integrate physical interactions into
environments that use RDW. This limits the amount of immersion
these environments can provide because interactivity with the phys-
ical environment, particularly passive haptic feedback, has been
shown to significantly enhance the user’s experience [21, 23]. The
combination of RDW and physical interaction, therefore, represents
a particularly compelling opportunity to create immersive virtual
reality experiences that transcend the limitations of either the purely
virtual or completely real world. Accomplishing this is the main
goal of environmental alignment, a concept introduced by Thomas
et al. in 2020 [41]. Environmental alignment uses RDW techniques
to align the user’s virtual and physical coordinate systems, thereby
enabling interactivity with the physical environment. However, the
prior work only evaluated environmental alignment using reactive
RDW algorithms that do not predict where the user will move, and
as such, provided sub-optimal results.

Despite nearly two decades of research, redirected walking tech-
niques have had only a modest real world impact, and the complexity
of integrating RDW in virtual reality applications remains a major
practical barrier for developers. Although some open-source imple-
mentations of RDW algorithms have been developed, such as the
Redirected Walking Toolkit [4] and the OpenRDW platform [26],
there has been a notable lack of attention on authoring tools for
RDW experiences. The addition of physical interaction further in-
creases the complexity of the design space, and to our knowledge no
prior work has ever developed practical solutions for authoring VR
experiences that integrate redirected walking with passive haptics.

In this paper, we address the gap in the literature by presenting
a proof-of-concept inverse kinematics based algorithm that assists
developers by calculating the RDW trajectories required to achieve
alignment between the physical and virtual environments, advancing
the state-of-the-art by incorporating movement prediction into envi-
ronmental alignment. We also present an exploratory user study that
compares this semi-automated approach with manual configuration
of RDW parameters. This user study is the first to formally evaluate
RDW authoring tools, and serves as an example for similar future
research.

2 BACKGROUND AND RELATED WORKS

2.1 Redirected Walking
RDW is a method of VR locomotion that allows the user to use nat-
ural locomotion to control their representation in the virtual world.
First introduced by Sharif Razzaque, RDW uses subtle perceptual
illusions to effectively increase the size of the tracked physical en-
vironment [36]. These perceptual illusions, known as self-motion
gains, introduce discrepancies between the user’s physical and per-
ceived virtual movements. If applied correctly, the discrepancies
can go unnoticed by the user because the visual system tends to
dominate when different stimuli are presented to the visual and
vestibular systems. However, this dominance is only reliable to a
certain degree. The value at which a particular self-motion gain will
begin to be noticeable by the average user is its detection thresh-
old. Several human-subject studies have empirically determined
the detection thresholds for each of the major self-motion gains,
and these values are used in the majority of RDW literature [38].
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However, more recent research suggests that the detection thresholds
can have numerous factors, including biological sex, HMD field of
view, cognitive load, and other individual differences [22, 31, 32, 47].
The majority of these works evaluate the user’s detection threshold
for a specific self-motion gain in isolation, but it is possible to com-
bine self-motion gains and doing so has been shown to change their
individual perception thresholds [17, 30].

There are situations where the magnitude of the gains required
to prevent a user from colliding with a boundary exceeds the detec-
tion thresholds. At this point, the system can employ one of two
methods. The first, and more traditional method, is a reorientation
event. The most common form of reorientation events are called
resets [44]. Resets work by pausing the VR experience prior to the
user exiting the physical boundaries. Once paused, the experience
instructs the user to physically turn to face an advantageous posi-
tion. In most literature, this advantageous position is the center of
the physical environment, though some research has explored other
“reset strategies” [42]. The experience then continues when the reset
concludes. Resets, as described, have a very negative impact on
the user’s experience, and considerable effort is put in mitigating
their use. However, prior work has shown that it is possible to in-
corporate resets into the experience narrative, allowing for resets
without the need to pause the experience [16, 34]. For the second
method, the RDW gains are temporarily set to values that exceed the
detection threshold limits [9]. This allows the system to use stronger,
but noticeable, RDW gains to prevent the user from colliding with
a boundary. This method is relatively new, and there is no good
empirical understanding of its effects on the user. Both methods
have their pros and cons, and it is up to the experience designer to
determine which is more appropriate for their application.

A publication providing a more in-depth overview of the first
15 years of RDW research was published in 2018 by Nilsson et
al. [33]. Recently, most research has focused on developing more
effective RDW algorithms. RDW algorithms are the mechanisms
that decide how much of which gain to apply at when. Generally
speaking, there are two main categories of RDW algorithms: reactive
and predictive. Reactive algorithms do not know where the user
intends to move in the virtual environment and must make decisions
based on immediately available information. As a result, reactive
algorithms are very generalizable in use but often only provide very
localized optimizations. On the other hand, predictive algorithms
have at least some knowledge of the user’s intended path and can
create a more optimized solution. However, predictive algorithms
are less generalizable due to unreliable prediction in more open
virtual environments.

Redirected Walking Algorithms

The first introduced RDW algorithms, Steer to Center (S2C) and
Steer to Orbit (S2O), are both reactive algorithms [36]. Until
recently, S2C was considered the best performing reactive algo-
rithm [5, 20]. However, two new classes of reactive algorithms
have emerged in recent years that generally perform equal to, or
better than, the traditional reactive methods. The first uses artifi-
cial potential functions (APF-RDW) to calculate a better heuristic
for determining per-frame gain values [9, 28, 42]. The second uses
machine learning to optimize gain selection for a specific physical
environment [11, 14, 25, 40].

Predictive algorithms consist of two sub-categories: dynamic
and static [3]. Dynamic predictive algorithms, such as FORCE and
MPCRed are constantly updating a prediction model based on the
layout of the virtual environment, and the user’s position within
it [29, 52]. In most cases, if the algorithm can produce a reliable,
accurate prediction model, it will perform better than a reactive
algorithm. Static predictive algorithms, such as COPPER, work on
the assumption that the user’s entire virtual path is known ahead of
time and that the user will not deviate from that path [3].

2.2 Interactions with the Physical Environment
Interactions with the physical environment have long been studied
to enhance VR experiences, and a key way that they do so is by
increasing the user’s sense of presence [13]. A particularly useful
technique is passive haptic feedback, where a physical proxy object
is mapped to and used as a counterpart for a virtual object [27].
When implemented in a convincing way, passive haptic feedback
can improve the user’s sense of presence even more than other
physical interaction techniques [21, 23].

Azmandian et al. showed that it is possible to subtly redirect
a user’s reaching motion in order to have the user interact with
multiple virtual objects while interacting with only one physical
object, which the authors termed “retargeting” [6]. Zenner et al.
continued this work by determining the perception thresholds of the
applied manipulations [51]. Where Azmandian et al. used consistent
movement manipulations to retarget multiple virtual objects onto
one physical object, Wilson et al. employed a change blindness
illusion to achieve a similar effect [48].

Environmental Alignment
RDW works by adding discrepancies between the user’s virtual and
physical paths. A negative side-effect of the added discrepancies
is a misalignment of the virtual and physical coordinate systems.
With few exceptions, experiences that incorporate RDW cannot also
incorporate interactions that require aligned virtual and physical
coordinate systems such as passive haptic feedback. Steinicke et al.
and Kohli et al. have explored solutions to this problem, but both
required manual selection of the RDW gains to work [24, 39].

In an attempt to solve this problem in a more generalizable
manner, Thomas et al. introduced the idea of environmental align-
ment [41]. Environmental alignment uses RDW gains to keep users
from colliding with boundaries and obstacles, as with traditional
RDW algorithms, and to steer users towards physical-virtual posi-
tion pairs that result in an aligned physical and virtual coordinate
system. The implementation was accomplished using an APF-RDW
reactive algorithm, and while the results were promising, they were
not always able to accomplish alignment. Williams et al. has also
used the concept of alignment to introduce a new RDW algorithm,
ARC [45]. Williams et al. further improved upon this method
by incorporating the concept of visibility polygons in their algo-
rithm [46]. Researchers have also implemented reactive alignment
using machine learning techniques [12].

Recent work presented by Xu et al. discretizes the physical
environment and attempts to find optimal paths for every pair of
physical locations [50]. While this work was not proposed as a
way to implement alignment, we believe that it could be used to
implement reactive alignment with minimal effort.

Though reactive alignment is an area of active development and
research, there is no work on implementing alignment in a predictive
manner. In this paper, we extend the work performed by Thomas et
al. by introducing a method to accomplish predictive environmental
alignment.

3 METHOD

In this section we, describe how predictive RDW can be cast as an
inverse kinematics problem. Several objects in the physical world
can be modeled mechanically as a kinematic chain, a series of rigid
bodies connected by joints. To calculate the position of a joint in the
chain, we must know the length of the prior rigid body, the angle
of the prior joint, and the position of the prior joint. Thus, if the
position of the first joint (termed the “root”), the length of each
rigid body, and the angle of each joint are known, it is possible to
describe the entire chain completely. This process of calculating the
position of joint i by first calculating the position of joint i− 1 is
called forward kinematics (FK). Often the goal of FK is to determine
the position of the final joint in the chain (termed the “end effector”).
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In many cases, it is desirable to have the end effector be in a
specific position. Typically the positions of the other joints are not
as important as long as all constraints are met (most real-world joints
have a limit to their rotation, for example). The problem of finding a
satisfying set of joint positions resulting in the end effector being in
the desired position is called inverse kinematics (IK).

Predictive RDW algorithms work by calculating the optimal gain
values for each segment of a predicted virtual path. For this paper,
we define a path as a series of waypoints connected by a series of
segments. We also assume that a user will repeatedly stand at vir-
tual waypoint i−1, rotate to face virtual waypoint i, and then walk
from virtual waypoint i−1 to virtual waypoint i. This is repeated
until the user reaches the final waypoint. Given the virtual path, the
user’s starting physical location and rotation, and a set of gains, it is
possible to calculate the resulting physical path, assuming that the
user follows the virtual path as expected. This process reduces to
an FK problem where the position of physical waypoint i−1, the
rotation at virtual waypoint i−1 multiplied by the corresponding ro-
tation gain, and the length of the segment between virtual waypoints
i−1 and i multiplied by the corresponding translation gain together
determine the position of physical waypoint i. Equation 1 shows the
FK equation for a traditional 2D kinematic chain where P ∈ R2 is
the position of a joint, L ∈ R is the length of a rigid body, and θ ∈ R
is the rotation of a joint in the local coordinate system of Pi−1.

Pi = Pi−1 +(Li−1 cos(θi−1), Li−1 sin(θi−1)) (1)

Similarly, Equation 2 shows the FK equation for a pre-determined
RDW path where PP ∈ R2 is the position of a physical waypoint,
PV ∈ R2 is the position of a virtual waypoint, T ∈ R is the amount
of translation for a given segment (the length of the corresponding
virtual path segment (||PV

i − PV
i−1||) multiplied by its translation

gain (gR
i−1)), and R ∈ R is the rotation of the corresponding virtual

waypoint in the local coordinate system of PV
i−1 (θi−1) multiplied by

its rotation gain (gR
i−1).

PP
i = PP

i−1 +(Ti−1 cos(Ri−1), Ti−1 sin(Ri−1)) (2)

We observe that rotation gains are equivalent to scaling the angle
between two joints, and translation gains are equivalent to scaling the
distance. In the robotics literature, the equivalent joints are known
as 2D revolute and 2D prismatic joints, respectively.

Just as it is possible to determine the final position of a user’s
physical path by using FK, we propose that IK can calculate
the gain values for a given virtual path resulting in the user’s
physical path ending at a specific physical position. This effec-
tively solves the environmental alignment problem for planned-path
predictive algorithms, and for this reason, we refer to this strategy
as Environmental Alignment Inverse Kinematics (EA-IK).

3.1 Implementation
Our current implementation of EA-IK uses Cyclic Coordinate De-
scent (CCD) [49] as the IK solver algorithm. However, several
decades of research have explored IK and IK solvers, and many
more effective and efficient algorithms exist. We chose CCD in
order to provide a proof-of-concept as it is simple to conceptually
grasp and implement.

The difference between the classical IK problem and the EA-IK
problem is the use of resets. Continuing the IK analogy, resets would
be akin to dynamically adding joints to segments of the kinematic
chain. To the best of our knowledge, no existing IK algorithms
consider this ability as it breaks the assumptions of a classical kine-
matic chain. Our implementation takes a basic approach to solve this
problem, though we propose a more advanced solution in Section 6.

The user’s starting position and rotation within the physical envi-
ronment will be the root (R), and after traversing the path, the user’s

position in the physical environment will be the end effector (E).
The goal of the system is to get E to a target location (T ) Every
virtual waypoint between R and E represents a joint that can ro-
tate between the smallest possible rotation (the waypoints’s rotation
times the minimum rotation gain) and the largest possible rotation
(the waypoints’s rotation times the maximum rotation gain). Simi-
larly, every virtual path segment represents a rigid body which can
vary in length between the smallest possible length (the virtual path
segment length times the minimum translation gain) and the largest
possible length (the virtual path segment length times the maximum
translation gain).

The CCD algorithm works on a parameter space, an n-
dimensional space where each dimension represents one parameter
that the algorithm can manipulate. In traditional IK scenarios, this
parameter space typically consists of a dimension for each degree
of freedom of each joint in the kinematic chain. The EA-IK CCD
parameter space consists of a translation gain dimension for each
path segment and a rotation gain dimension for each waypoint.

A pass of the EA-IK CCD algorithm iterates over its parameter
space. Each iteration sets the current gain value to its minimum and
then increases it in steps. We found a step size of 0.001 worked
well in our case. After each gain increase, the physical path and the
corresponding error (the euclidean distance from E to the target T )
is calculated. This process continues until either the gain reaches its
maximum value or the calculated error reaches a minimum value.

To find an optimal solution, EA-IK CCD performs multiple passes
until the final error reaches a minimum value. Once the algorithm
determines a solution, it simulates a traversal of the resulting physi-
cal path starting at R. If it detects an intersection with the physical
boundaries, it creates a reset. To create the reset, the physical path
up to the intersection point is “locked in”, and R is positioned at
the intersection point and oriented to face the center of the physical
environment. Then the whole EA-IK CCD algorithm is executed
again, solving for the portion of the virtual path remaining after the
reset and the new physical root R. This repeats until the entire path
lies within the physical boundaries. A pseudo-code description of
this algorithm can be found in Appendix B in the supplementary
materials.

4 EXPERIMENT

The primary purpose of this experiment was to determine if using
IK gain selection for planned path RDW led to a better designer
experience. We presented participants with two gain selection modes:
manual and automatic. Manual mode provided an interface where
users had to select each segment’s rotation and translation gain value
manually. Automatic mode used the EA-IK algorithm described in
Section 3.1 to select the gains automatically. The entire experiment
was completed in the Unity3D Editor, and custom interfaces were
developed for each mode.

For this experiment, we had three hypotheses:
H1: Automatic mode will result in faster task completion

times. As there are fewer parameters for the user to change, we
believe that the task will take less time when automatic mode is
used.

H2: Manual mode will have fewer resets. The implemented
version of EA-IK does not optimize for resets. We hypothesize
that in manual mode, users will be able to tune parameters as they
accomplish the task to reduce the number of resets.

H3: Automatic mode would be overall more usable. As there
are fewer parameters for the user to keep track of, we believe that
the automatic mode will produce a smoother and more usable expe-
rience.

4.1 Design
A two-by-three within-subjects study was designed and implemented.
The two independent variables were the gain selection mode and
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Figure 1: Three different feasible physical paths (b, c, and d) for the same virtual path (a). Images are captured as a user was moving the physical
path starting location. During this time our algorithm automatically calculated the gains necessary for the end of the physical path to be positioned
at a pre-determined target position (the yellow X). The calculated gain values were added to the images in post-production, are colored to match
their corresponding physical path segment. Here gR refers to rotation gain and gT refers to translation gain.

the path difficulty. The gain selection mode was either manual or
automatic as described above, and the path difficulties were either
easy, medium, or hard. The number of path waypoints determined
a path’s difficulty; easy paths had four waypoints, medium paths
had six waypoints, and hard paths had eight waypoints. Each set
of conditions was presented once, for a total of six trials. The
presentation order of experimental conditions was counter-balanced.
There were two different paths for each difficulty to reduce the
chance of a learning effect. The first path was randomly generated
such that:

1. the total path length was equal to five meters multiplied by the
number of path segments

2. each path segment length was a minimum of three meters

3. the total amount of absolute rotation was equal to the number
of waypoints - 2 (there was no rotation at the first and last

waypoints) multiplied by 3π
8

4. the minimum absolute rotation at any of the waypoints with
rotation was π

8

These values were chosen after pilot testing to provide a path that
is similar to generated virtual paths in the RDW literature while
allowing control of the difficulty with a single variable. The second
path was a copy of the first, but mirrored about the Z-axis. This
promoted equal difficulty across the two modes and mitigated the
impacts of any learning effects.

4.2 Interface
We developed the experiment interface for Unity3D LTS version
2020.3.18f1. An “Experiment” menu added to the menu bar pro-
vided the functionality for the participant to start new trials when
instructed by the experimenter. When a trial was started, a new scene
was programmatically generated, consisting of two game objects;
one representing the physical environment and one representing the
virtual path. The physical environment game object had a child
object representing the user’s physical starting location and rotation.
Unity3D “Gizmos” were used to draw the virtual path, the calculated
physical path, the physical environment boundaries, and the physical
target location.

One of two versions of a C# script was added as a component
to the virtual path game object, depending on the gain selection
mode (Figure 2 shows the Manual mode component). This script
provided helpful information, such as distance to target and gain

Figure 2: A screen-capture of the Unity3D C# component interface
that controlled the RDW calculations. The interface for manual mode
allowed for participants to select gain values for each segment using
the sliders. The interface for automatic mode still had the sliders,
but they were deactivated so that the participants could not manually
change the gain value.

values, and allowed manipulation of the gains when in manual mode.
It also provided the ability to temporarily allow the path to exit the
bounds of the physical environment. This option helped to see how
the gains affected the path without resets, but the task could not
be completed if this option was activated. Figure 1 shows how by
simply moving the physical path’s starting location the automatic
mode functionality would update the gain values.

4.3 Participants

17 participants (15 Male, 2 Female) between the ages of 22 and 50
(Mean=30.71, SD=9.18) volunteered for participation. Participants
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were recruited via postings to online communities such as Reddit
and the 3DUI mailing list as well as emails sent to colleagues of the
authors. As the experiment was conducted during the COVID-19
pandemic, participants took part in the study remotely via Zoom. 15
participants had no prior experience with RDW, 1 participant had
some prior experience with RDW, and 1 participant had moderate
prior experience with RDW. All participants were provided with
a $20 Amazon.com gift card. Our inclusion criteria, which all
participants met, were that they are 18 years or older, able to converse
in both written and spoken English, and had one more more years
of experience creating VR applications using the Unity3D game
engine.

4.4 Procedure and Metrics

At the start of the experiment session, the experimenter received
oral confirmation that the participant met all of the inclusion criteria,
reviewed the IRB-approved information sheet with the participant,
and then received permission to record the session. The experimenter
would then briefly introduce RDW, present the problem and task, and
show the participant how to use the interface. Once the experimenter
finished, they instructed the participant to complete four practice
trials using the interface to solve two paths of trivial difficulty using
manual and automatic modes. Participants were then allowed to
repeat the practice trials until they felt sufficiently familiar with the
interface, at which point they would begin the experimental trials.

For each trial, participants were provided with one of the im-
mutable virtual paths generated (as described in 4.1). A simple
representation of a physical environment with 10 meter by 10 meter
boundaries was displayed, which contained the representation of
the physical path. A game object that represented the user’s start-
ing physical location and rotation determined the physical path’s
position and orientation within the physical environment. The partic-
ipant was allowed to rotate this game object and move it anywhere
within the bounds of the represented physical environment. Doing
so would automatically update the physical path. When calculating
the physical path, resets were automatically accounted for so that
after a reset, the physical path was pointing towards the center of the
represented physical environment.

Participants were instructed that their primary goal for each trial
was to find a combination of starting location, starting rotation, and
RDW gains that resulted in a physical path with a final waypoint
within 0.25 meters of the target. Their secondary goal was to try to
reduce the number of resets. Participants were allowed to finish the
task if the final waypoint of the physical path was within 0.25 meters
of the target, regardless of the number of resets. However, they could
choose to continue the task in order to achieve fewer resets. If a
participant did not complete the task with 10 minutes, they were
allowed to get the endpoint as close to the target as possible and
finish the task.

In automatic mode, manipulating the user’s starting location and
rotation was the only manipulation the participant could make to
complete the task. Every participant’s change would trigger the
EA-IK algorithm to execute and find a set of gains. In manual mode,
the participant also had to set both the rotation and translation gains
for each segment of the paths manually.

The experimental trials were broken down by mode into two
blocks. The tasks to be completed in each block consisted of one
easy path, one medium path, and one hard path, in that order. After
each block, the experimenter instructed participants to fill out a
questionnaire about the gain selection mode they had just used.
These questionnaires consisted of the NASA Task Load Index (TLX)
questionnaire [18], the System Usability Scale (SUS) questionnaire
[10], and a prompt for the participant to detail any strategy they may
have used during that block.

Once the participant finished both blocks and the subsequent ques-
tionnaires, the experimenter asked a series of nine semi-structured

interview questions designed to elicit the user’s thoughts on the indi-
vidual components of the interface, as well as garner information on
how it could be improved. The full list of questions can be found in
Appendix A in the supplementary materials.

This experiment collected a series of both quantitative and qual-
itative metrics. Our quantitative metrics were the time it took to
complete the task, the number of resets in the calculated physical
path, the SUS questionnaire, and the NASA TLX questionnaire. Im-
portantly, participants were not explicitly instructed to perform each
trial as quickly as possible. Our qualitative metrics included ques-
tionnaire prompts to describe any strategy used for a given mode,
sentiments and ideas from the think-aloud portion of the tasks, and
sentiments and ideas from the semi-structured interview conducted
at the end of the.

5 RESULTS

5.1 Quantitative Results

Mode Difficulty
Times (sec.) Resets

Mean SD Med. IQR

Automatic
Easy 51.13 39.96 0 0
Medium 162.38 131.04 2 2
Hard 315.57 139.95 3 0

Manual
Easy 154.50 107.79 0 0.25
Medium 135.06 75.75 2 2
Hard 241.56 109.74 3 1

Table 1: Table of descriptive statistics for the time to task completion
and resets encountered quantitative metrics.

Descriptive statistics for all quantitative data are shown in Table 1.
For data that were not normally distributed, non-parametric analyses
were conducted and the results were reported using median and
interquartile range. Statistical tests assumed a significance value
of a = .05. Two participants were not able to complete the task
for the Automatic-Hard condition, and one participant was not able
to complete the task for the Automatic-Easy condition. All three
instances were because the participants were not able to complete
the task in the 10 minutes allotted. The corresponding data was left
out of the quantitative analysis.

Completion Times. The completion time data were ana-
lyzed using a 3x2 repeated-measures ANOVA (difficulty x mode).
Mauchly’s test of sphericity indicated a possible violation, and so a
Greenhouse-Geisser correction was applied. The results revealed a
significant interaction, F(1.78) = 12.54, p < .001,η2 = .09, and a

significant main effect for difficulty, F(1.83) = 22.70, p < .01,η2 =
.44. The main effect for mode was not significant, p = .41. Post-hoc
analysis was conducted using paired-sample t-tests with a Bonfer-
roni correction for multiple comparisons. For the easy difficulty,
participants completed the task faster using the automatic mode,
p < .001. The completion times were not significantly different for
the medium difficulty, p > .99. However, the trend was reversed for
hard difficulty, with faster times in the manual mode, p = .02. These
results only partially support H1.

Resets. Wilcoxon signed rank tests were conducted to com-
pare modes for each difficulty level. For the easy difficulty, it was
not possible to statistically analyze the data because all participants
were able to completely avoid resets using the automatic mode.
This resulted in a variance of 0, which causes the Z value if the
test to be undefined. However, it should be noted that some par-
ticipants still did encounter resets in easy trials using the manual
mode. For the medium difficulty, the analysis was not significant,
p = .68. However, the results were significant for the hard difficulty,
Z = 28.00, p = .02. Although the medians for both modes in this
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Figure 3: Box plots showing statistics for the time to task completion (left) and the resets encountered (right). The box extents represent IQR, the
black line within a box is the median, the dashed white line within a box is the mean, and the whiskers represent total spread of the data.

difficulty were the same (3), the box plots show that some partici-
pants were able to achieve fewer resets using the manual mode (see
Figure 3). Again, this only partially supports H2.

Usability and Workload. The overall SUS scores for each
of the two modes were analyzed using a paired-samples t-test.
The results were found no significant difference between the au-
tomatic mode (M = 56.62, SD = 15.61) and the manual mode
(M = 68.68, SD = 18.48), p = .08. The six subscales of the NASA
TLX were each analyzed using a Wilcoxon signed rank test. The
manual mode (Mdn = 5, IQR = 6) was associated with less frus-
tration as compared to the automatic mode (Mdn = 12, IQR = 6),
Z = 101.50, p = .02. Manual mode (Mdn = 5, IQR = 5) was also
associated with better performance as compared to the automatic
mode (Mdn = 5, IQR = 6), Z = 107.00, p = .05. The following
results were not significant: mental demand (Automatic Mdn = 14,
IQR = 8; Manual Mdn = 14, IQR = 7), p = .68, physical demand
(Automatic Mdn= 4, IQR= 3; Manual Mdn= 4, IQR= 6), p= .09,
temporal demand (Automatic Mdn = 5, IQR = 3; Manual Mdn = 5,
IQR = 6), p = .33, and effort (Automatic Mdn = 13, IQR = 10;
Manual Mdn = 13, IQR = 10), p = .67. As the SUS scores were
not found to be significantly different, we can neither accept nor
reject H3.

5.2 Qualitative Results and Discussion
We performed qualitative analysis on the think-aloud and interview
portions of the study. In this section, we discuss trends in partici-
pants’ thoughts on the manual and automatic path selection inter-
faces, and detail design implications distilled from this analysis.

5.2.1 Giving Users Communication and Control
The presence or lack of control was an overarching theme in partici-
pants’ responses, with almost all participants unanimously stating
they felt they had more “control” in the manual mode, compared to
the automatic mode. This is also reflected in the NASA TLX scores
above, which showed less frustration and better performance than
the automatic mode. The system behavior and communication style
contributed to this perception. The great majority of participants ex-
pressed that the automatic solver made them feel lack of control, be-
cause the system “would change things when I already had a plan on
what to do next”(P4), “did too many steps for me”(P8), and “messed
up how I created the path.” (P5). The automatic solver also did not
communicate how or why it was making these changes. Participants
perceived the automatic solver’s behavior as “random,”(P10, P8,
P5), “chaotic,”(P13), or “unpredictable”(P10, P14). This made
them frustrated and dissatisfied with the task. Inability to understand

how the system worked also made the participants unable to suggest
improvements for the automatic solver.

The sentiments expressed here resonate with recent calls to im-
prove explainability in automated interfaces [1]. Especially in con-
texts where users must respond to the system’s behavior or collabo-
rate with it, transparently communicating to users why the system
is making a decision is critical. We saw above that participants felt
negatively toward the system’s obscure behavior. Their frustration
about the lack of control also indicated desire for a more balanced
power relationship with the system. Users who are expected to take
responsibility for and do meaningful work in response to a system’s
behaviors have the right to know the reasons behind them. Knowing
this lets users trust the system and also improves productivity [15].
Based on this understanding, we recommend that automated system
elements must communicate the basis for all decisions (in this case,
automated gain and path changes) and allow users control over the
automation. For example, the automatic solver could visualize dif-
ferent path recommendations instead of directly changing the path,
or only be activated at discretion of the user.

The minority of participants that demonstrated less frustration
with the automatic solver shared the common approach of switching
to a “hands-off” mindset, and stopped trying to think or work towards
the goal. They described the automatic solver as “just letting the
algorithm do its thing,”(P12), “less thinking to do”(P1), and “much
faster, I found myself unconsciously ignoring all the variables.”(P15).
These participants gave up control of the system, which not everyone
was able to do: P4 realized that they felt as if they “[were] trying
to reach the goals too much” by having a plan while using the
automatic solver. Participants’ goals were also different – some
participants felt forced to do this, while others wanted to put less
effort into the tasks overall.

5.2.2 Flexibly Integrating Automation

Despite their frustrations with the automatic solver, almost all partic-
ipants described various contexts in which they would like to make
use of it. Their diverse preferences for integrating the automatic
interface varied along dimensions of task complexity (number and
length of path segments), task phase (beginning vs. end), and level
of control desired.

Some participants felt that the automatic solver worked better
sticking to easier tasks with less waypoints, while others wanted the
automatic solver to complete the complex part of the path selection
task for them. P8 explained, “If the task is easy, the system can
take more control, and just suggest some solutions. But if there
are more waypoints I might want to first do more exploration of
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Figure 4: An example of how small changes (in this example, the starting position of the physical path) can drastically change the appearance of
the entire physical path.

the starting points and figure out how to get the endpoint of the
path close to the destination. If I can’t do that, then I’d see if
system has some suggestions for me.” This is also reflected in the
task completion times for different modes and difficulties in Figure
3, which show that easy tasks in automatic mode were completed
more significantly more quickly than manual, but difficult tasks
in automatic mode took significantly more time to complete. In
contrast, P1 remarked “If the difficulty is high, just make it automatic.
Otherwise, make it manual.” We can see how this preference is
moderated by participants’ desire to understand the problem. They
need the opportunity to work through more complex problems, in
these cases they are not comfortable with the system jumping in.
In contrast, participants who prefer the system to complete more
difficult tasks for them do not express this desire to understand the
context. Both approaches are valid in different situations, and both
options should be supported.

Participants had divided preferences of whether to start or end
with auto or manual modes, respectively. Participants P10, P4, and
P7 stated preference for starting with manual, while P2, P15, P9,
and P17 preferred ending with manual. P10 explained, “I would def-
initely start with manual, fit it the best I can, and then use automatic
at the end to make it more precise.” In contrast, P2 stated,“You start
off with automatic, and once you get close switch to manual so you
can micro-manipulate the waypoint to finish it off.” The reasons be-
hind similar rationale for different options was not evident, but there
is clearly variation in individual preference for workflow ordering
of the automatic and manual modes.

Many participants desired finer control over the automation, while
others wanted it to be decided for them. Participants who desired
finer granularity of control over the system also suggested the ability
to interchange between automatic and manual mode on a segment-
by-segment basis (P3, P9, P13, P5, P7, P14). P5 mentioned one
possible way was to “default to automatic, but have manual override
over each individual segment.” Alternatively, P14 advised “You
could have an IK solver in between the vertices, and be able to
control which segments use it.” Applying different solver modes
to individual segments is an interesting suggestion, which would
somewhat reduce the efficiency of the solver but affords much more
user control. Other participants made broader suggestions: “I’d
rather have all manual or all algorithm. If I’m going to put my faith
in the algorithm, that’s that.” (P5)

The deviation of participant preferences on many levels indicates
that such automated authoring tools should allow for presets that
accommodate designers’ motivations on multiple dimensions.

5.2.3 General Considerations for Redirected Path Authoring

In addition the above insights comparing the manual and automatic
solvers, we also observed participant feedback on some characteris-
tics inherent to interfaces for selecting RDW paths.

Especially in more complex paths, the high amount of resets
made it difficult for participants to make sense of the path and
adjust it. The basic design used in the study allowed for a more
continuous workflow in which the path would change fluidly as
the user manipulated it. Participants (P10, P8, P9, P5) mentioned
that the constantly changing paths and reset locations this caused
would make it challenging for them to plan out how to edit the path;
this issue was present in both manual and automatic modes. P10
mentioned, “It was hard to know exactly what effect the reset is
going to have on the rest [of the path], so the visualization ends up
being more complicated.” Providing a preview of the direction in
which the path would change in response to a discrete edit by the user
can help users understand these changes; this could take the form
of temporally-incremental snapshots of the predicted path change.
Separately visualizing the number of resets can also help users
understand how their edits are altering the resets without having to
individually count the resets appearing in the edit space.

Participants also (P8, P5) expressed being unsure of how effec-
tively they were optimizing the path, and desired a form of dynamic
score they could actively respond to. Optimality in RDW is sub-
jective to the designer because it involves compromising between
the gain and amount of resets. We can still give useful feedback by
allowing designers to choose what factors they prioritize in a preset,
and calculate a score customized to the designer’s priority.

For both manual and automatic solvers, the way in which the
resets forced the path to curl up inside the physical boundaries
made it appear that all parts of a path would change in response to
participants’ adjustments of single segments or points, even though
this was not the case. (see Figure 4). As a result, participants (P3,
P8, P5, P17, P14) wanted to adjust the path incrementally in single
segments or points without drastically changing the entire structure
of the path. Given that this may cause violations of the gain threshold,
we could address it by allowing users to make independent segment
or point adjustments that violate the gain threshold, whilst making
more noticeable indicators that the threshold has been violated (e.g.
larger size, color, etc.). Another way to allow this kind of adjustment
would be to make the reset direction editable for all resets.

On violating gain thresholds during the path selection process,
participants provided distinct views. Though knowing that the gain
thresholds are based on standard values, P12 and P5 both mentioned
that they would like to be able to alter these thresholds to avoid
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resets. Temporarily allowing violation of gain thresholds is a method
explored in recent work, but there is not much evidence on how they
affect user experience [9]. An interface that aims to give users more
control over path experimentation can consider allowing the gain
thresholds to be changed. P17 raised a point of how they felt less
concerned about violating the gain thresholds because they were not
experiencing the path while designing it: “If I were in a headset,
I’d be more cognizant of how each gain diminished the sense of
presence; but I didn’t experience this while manipulating the lines.”
Future interfaces may want to consider how designers can better
empathize with the end-user while making redirection decisions that
could compromise the experience.

In general, path selection for RDW is a complex multi-step pro-
cess with parameters that may differ based on individual designers’
goals and mindset for the task. Therefore, the system should clearly
communicate and facilitate step-by-step changes to the path, as well
as create options for a diversity of designer contexts (e.g. hands-off
vs. hands-on). We hope that these insights are able to assist with the
design of redirected path authoring in the future.

6 LIMITATIONS AND FUTURE WORK

Although the EA-IK implementation using CCS worked well as
a proof-of-concept initiate exploratory analysis of assisted RDW
experience generation, it is still a somewhat simplistic approach
that only attempted to get the end of the path to the target. As a
result, the algorithm is not able to optimize for the number of resets
as in more traditional RDW algorithms. Determining the best way
to optimize for both alignment error and the number of resets is a
promising direction for future research. This algorithm also did not
consider the user’s orientation at the end of the path. The user’s final
orientation is critical for facilitating passive haptics. While a simple
re-orientation event at the conclusion of the path can be used to align
the user’s orientation, further research on how to control the user’s
orientation with the IK algorithm is necessary.

There are situations in which the system may be unable to find
a physical path that both reaches the target endpoint and maintains
the perceptual thresholds. An elementary example would be if
the distance between the start and goal positions is greater than
the physical path length multiplied by the maximum translation
gain. With the current implementation it is extremely difficult, if
not impossible, to derive a closed form solution to determine if
the combination of a virtual path, a starting physical pose, and
a physical environment will successfully reach a target physical
location without exceeding the user’s perceptual thresholds. The
only way to determine this is to perform the forward kinematics
calculations while taking into account resets. Future research on
classifying the outcome as either successful or unsuccessful based on
the system inputs, without needing to calculate the full physical path,
will make this work more usable in a wider range of applications.

We believe that a more advanced IK integration will produce not
only more optimal results, but will have a smoother user experience.
For example, we noticed in the experiment that participant com-
puters with lower-end hardware tended to lag when solving for the
longer paths, particularly with the CCD step size that was chosen.
Increasing the step size could fix this problem, but utilizing a more
effecient IK algorithm would be more ideal. Adopting the Forward
And Backward Reaching Inverse Kinematics (FABRIK) [2] solver
seems particularly promising, as it determines where the root needs
to be for the end effector to reach the target. This information could
be used to inform better starting locations for the user. This work
also did not make use of curvature gains. Unlike translation and ro-
tation gains, which are directly analogous to prismatic and revolute
joints, there is no direct analog for curvature gain in the traditional
IK literature. Adapting the model to also take advantage of curvature
gains would likely have a positive effect on performance.

Additionally, in our implementation, resets were handled using a

fairly naive approach. By locking the entire solved path before each
reset occurrence, we kept the solver from finding a globally optimal
solution. A more sophisticated way to approach this problem would
be to allow the system to find a solution for the entire path that
dynamically considers resets. One way to potentially do this is to
break each physical path segment into smaller segments that prefer
to be straight, but could bend if necessary. This would allow for
“resets” to happen at locations other than the boundaries, which could
improve the results.

When using either the manual or automatic solver, resets would
often make small changes in the path parameters dramatically change
the resulting physical path (Figure 4). Recent work by Hirt et al. also
noticed the tendency for RDW paths to exhibit a “chaotic” nature,
being heavily influenced by initial path conditions [19]. It might be
possible that as a user traverses RDW paths human variation will
invoke similar chaotic behavior. Azmandian et al. introduced a
method for keeping users on a pre-planned path to solve a different
problem, but it could be used in this situation as well [7,8]. However,
further research on how the apparent chaotic nature of RDW paths
affects the design and authorship of RDW experiences is necessary.

The main purpose of the presented technique is to produce a RDW
path that ends in a specific physical location when provided with
a known virtual path. As there are currently no other algorithms
that accomplish this it is impossible to compare it alongside existing
RDW algorithms, which have the singular goal of reducing the
number of resets. However, as other methods with this goal are
introduced, it will be imperative to do more direct comparisons.

The techniques developed in this paper were only initially eval-
uated in the case of a statically planned RDW scenario, where the
entire virtual path was assumed to be known in advance. Future
evaluations can consider use of the IK method for dynamic predic-
tive RDW algorithms that provide a reliable prediction of the user’s
future path. The method demonstrated in this paper could could
then be adapted to compute gains that would result in environment
alignment. As IK solvers in general are not computationally expen-
sive, it would even be possible to dynamically re-calculate them in
real-time as the prediction changes.

Our user study was also limited in its simplistic interface design
and participant sample size. The high level Unity3D abstractions led
to some superficial usability issues such as lines being too thin to see
well; creating a more polished user interface in the future would im-
prove the authoring experience. The gender ratio of our participants
was uneven, and while there are no expected gender effects for this
study, a more balanced sample gives more representative results.

7 CONCLUSION

RDW allows VR developers more flexibility in the design of natural
locomotion-based experiences. However, it also interferes with the
ability to use passive haptic feedback and other forms of interactions
with the physical environment. The introduction of EA-IK provides
a solution that allows VR experiences to incorporate both physical
interactivity and RDW. The presented user study is among the first
to evaluate how designers actually create RDW experiences, and
provides several useful insights to inform future development of
these authoring tools. In the future, we believe that the ability to
align the virtual and physical coordinate systems using predictive
RDW algorithms will introduce new possibilities for both research
and applications.
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